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Cell division in Escherichia coli and other rod-shaped bacteria depends on the precise place-ment of a division septum at the cell center. The MinCDE system consisting of three proteins,MinC, MinD, and MinE, controls accurate cell division at the center of the cell through pole-to-pole oscillation. With simplifying assumptions and relying on a deterministic model, we presenta one-dimensional stochastic model that describes the e�ects of an external electric �eld on theMinCDE system. Computer simulations were performed to investigate the response of the oscilla-tory dynamics to various strengths of the electric �eld and to the total number of Min proteins.A su�cient electric �eld strength was capable of interfering with MinCDE dynamics with possiblechanges to the cell division process. Interestingly, e�ects of an electric �eld were found not todepend on the total number of Min proteins. The noise involved shifted the correct trend of Minproteins behavior. However, as a consequence of the robustness of the dynamics, the oscillatorypattern of the proteins still existed even though the number of Min proteins was relatively low.When considering the correlations between the local and the global minimum (maximum) of MinD(MinE), the results suggest that using a high enough Min protein concentration will reduce thelocal minimum (maximum) e�ect, which is related to the probability of polar division in each singleoscillator cycle. Although this model is simple and neglects some complex mechanisms concerningprotein oscillation in correlation with cell division, it has been demonstrated to be good enough forpositioning of the dividing site. Nevertheless, more experimental and theoretical studies are neededto provide a more realistic (but of course more complicated) model of bacterial cell division.
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I. INTRODUCTION

The dynamics of Min proteins, MinCDE, consisting ofthree proteins, namely, MinC, MinD, and MinE, plays akey role in determining the site of septal placement inEscherichia coli [1]. MinC and MinD act in concert toform a nonspeci�c inhibitor of septation, and MinC also
�E-mail: scwtr@mahidol.ac.th; wtriampo@gmail.com;Tel: +662-441-9816(ext.1131); Fax: +662-441-9322;R&D Group of Biological and Environmental Physics, Departmentof Physics, Faculty of Science, Mahidol University, Rama 6 Rd.,Ratchatewee, Bangkok, 10400 Thailand

interacts with the division protein FtsZ to prevent for-mation of a stable FtsZ ring marking the dividing site[2]. In other words, MinC is an antagonist of FtsZ poly-merization and a speci�c inhibitor of Z-ring formation [2,3], while MinD makes MinC-mediated inhibition of celldivision sensitive to suppression by MinE [4]. The divi-sion inhibitor MinCD lacks site speci�city, as evidencedby the observation that expression of MinC and MinDin the absence of MinE leads to a block in septation atall potential division sites, leading to formation of longnonseptate �laments. Filament formation is suppressedby MinE, which acts as a topological speci�city factor
-851-



-852- Journal of the Korean Physical Society, Vol. 53, No. 2, August 2008
to prevent MinCD from acting at the midcell site whilepermitting it to block septation at polar division sites.MinD localizes to the cell pole in a MinE-dependent fash-ion and undergoes a rapid oscillation from pole to pole[5].The necessity for quantitative modeling and simula-tion is especially compelling when the process of inter-est displays a spatiotemporal pattern formation, such asthe oscillations of Min proteins. Several studies havebeen made employing di�erent reaction-di�usion mod-els to explain these oscillations [6{10]. Incorporatingstochastic features into Min modeling is, nevertheless,likely to be important for systems of this type [9,11{14].Ngammsaad et al. [15] mesoscopically applied lattice aBoltzmann technique, and more recently Modchang etal. [16] deterministically investigated these MinCDE dy-namics under an external electric �eld.Given the signi�cance of protein oscillation in regu-lating cell division, it is of interest to understand howabnormal or unsuccessful cell division is a�ected by ab-normal protein oscillation. More speci�cally, under anexternal perturbation, pH, heat, electric �eld, or mag-netic �eld, of such stress, how does each perturbation orcombined perturbation a�ect protein oscillation and celldivision? In this study we have focused on the e�ect ofthe electric �eld because proteins are charged and, thus,should interact with the electric �eld [17].MinCDE are membrane-bound proteins and can dif-fuse in the cytoplasm as well as within the plane of mem-brane. Given a high enough electric �eld, the movementsof these proteins should be perturbed. Here, we havetested the hypothesis that a small direct current (dc)induced physiological electric �eld can perturb E. colicell division via changes in the protein is dynamic oscil-lation. The relative concentrations of MinD and MinEwere reported as functions of space and time, and foreach Min protein species considered, the characteristicmodel parameters, �eld strength J and number of Minproteins, were varied and comparatively interpreted. Wealso present a simple one-dimensional stochastic modelthat predicts the experimental observations of Min pro-tein oscillations. The stochastic modeling approach isused in order to take into account uctuations or noises.

II. RATIONALE MODEL OF PROTEINOSCILLATORY PERTURBATION UNDERAN EXTERNAL ELECTRIC FIELD
Studies of the response of living systems to uniformphysical �elds (electric, gravitational, and magnetic) arecapable of yielding novel insights into a variety of bio-logical processes [18{22]. In particular, direct currentelectric �elds are able to induce directional responses,such as cell division of many cell types [22{24]. For ex-ample, Zhao et al. [22] showed that application of staticelectric �elds to dividing human corneal epithelial cells

causes division planes to orient [25].Electrical phenomena govern many biological pro-cesses from molecular binding interactions to intercel-lular communication. Endogenous or exogenous pertur-bations of small extracellular electric �elds have beenobserved to a�ect cellular processes, and several di�er-ent mechanisms for these e�ects have been proposed [26].Diverse biological responses to electric �elds continue tomotivate experimental searches for mechanisms of elec-tromagnetic interactions with cells. Cell development[27], regeneration [28{30], and repair [31] are all e�ectedby electric �elds, and many other basic cellular func-tions, including motility [32{34] and receptor regulation[35], are modulated by applied external electric �elds.In addition, cell membrane permeabilization and fusionare a�ected by applied �elds [36{38]. Local perturbationof plasma membrane potentials provides a hypotheticalmechanism of interaction of applied electric �elds withcells. Electric �elds of high strength applied as shorttime pulses (microsecond) to aqueous suspensions of liv-ing cells have remarkable e�ects on the cell membranesand can even kill the organisms. Electric �elds can beapplied to cell suspensions by the use of capacitor dis-charges as a part of a high voltage circuit [39,40]. Sinu-soidal electric �elds can alter fundamental cellular func-tions [41], and this has led to concerns of the potentialbiological hazards resulting from exposure to environ-mental sinusoidal �elds. Most of the proposed couplingmechanisms are the subject of substantial debate.The possibility of applying low-intensity electricity hasbeen studied because of its e�ects on viable microbial in-teractions [42,43]. Studies of the e�ects of application ofa high-voltage electric current (intensity > 25 kW cm�1)on microorganisms have been carried out on di�erentyeast and bacterial species [44]. There was a notablereduction in the viability of bacterial cultures, indicat-ing that this is due to chemical reactions induced by theelectric treatment [45]. However, the behavior of a sin-gle cell or cell clusters in an external electric �eld hasnot been thoroughly investigated. Moreover, no studyhas been performed to assess the e�ects of an electric�eld on the oscillatory dynamics of protein within a cell,either theoretically or experimentally.We hypothesize that a bacterium (E. coli) cellmembrane may act as a \shield" or \absorber" tothe cytoplasmic organelles, including cytoplasmic andmembrane-bound Min proteins. It is possible that anapplied electric �eld will eventually penetrate the mem-brane and interact with these interior components ofthe cell and, consequently, generate an electric force oncharged objects (viz. Min proteins). It is important tonote that, if the �eld is too strong, the cell membranemay be damaged, possibly resulting in cell death or ab-normality [37,42,45,46]. Another possible factor is thegeneration of an induced secondary �eld. A high enough�eld strength could polarize or redistribute the some-what mobile charges. With this induced polarization, itis possible to generate a secondary �eld inside E. coli
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Fig. 1. Dielectric-like E. coli cell in a uniform �eld E0, showing the polarization on the left and the polarization charge withits associated, opposing electric �eld on the right.
in a direction parallel, but opposite, to the direction ofthe primary applied �eld. This is based on the assump-tion that the cell membrane is a dielectric material asshown in Figure 1. It has been shown previously thatthe dielectric properties of these membranes are highlycharacteristic of, and rapidly a�ected by, alterations inphysiological activities and induction of pathologic statesin cells [47{53]. Such di�erences can be used not only forcell characterization but also for exploitation to selec-tively manipulate, separate, and sort cells [53{56]. Thissituation is, in fact, very complicated and highly depen-dent on the electrolytic conditions. Even in the absenceof an external electric �eld, particles exposed to an ioncloud become charged. Ions will collide with a particledue to their thermal motions. As the particle becomescharged, it will repel ions of the same charge, leading to anonhomogenous distribution of ions in its neighborhood.These phenomena can be viewed as a nonlinear feedback.However, in our model, we will assume that this e�ectis negligible as far as the protein oscillatory behavior isconcerned.With the rapid development of dielectric spectroscopyand AC electrokinetic methods, various supramoleculesand biological cells have been studied [57{59]. To an-alyze the dielectric behavior of E. coli cells in suspen-sion, Asami et al. [60] developed a theory based on atwo-shell spheroidal model. The cell model assumed theE. coli cell to be an ellipsoid covered with two confocalshells corresponding to the plasma membrane and thecell wall. More recently, H�olz [61] in studying the dielec-tric properties of E. coli cells by means of electrorotationestimated the electrical parameters of the cellular com-ponents using a three-shell spherical model that includedthe periplasmic space between the outer and the innermembranes.

III. STOCHASTIC MODEL
Here, we present a simple one-dimensional stochasticmodel that predicts Min-protein oscillations in E. coli.Based on our deterministic model at the mean-�eld level[16], the dynamics of these Min proteins in the presenceof an external �eld are described by
@�D@t = DD @2�D@x2 + JD @�D@x � �1�D1 + �01�e + �2�e�d ;(1)

@�d@t = Dd @2�d@x2 + Jd @�d@x + �1�D1 + �01�e � �2�e�d ; (2)
@�E@t = DE @2�E@x2 + JE @�E@x � �3�D�E + �4�e1 + �04�E ;

(3)and@�e@t = De @2�e@x2 + Je @�e@x � �3�D�E � �4�e1 + �04�D (4)
where �D and �E are the concentrations of the MinD andthe MinE proteins in the cytoplasm respectively, and �dand �e are the concentrations of the MinD and the MinEroteins on the cytoplasmic membrane. The �rst equationdescribes the rate of change with time of the concentra-tion of MinD (�D) in cytoplasm. The second equationdescribes the time rate of change of the MinD concen-tration (�d) on cytoplasmic membrane. The third equa-tion and the fourth equation describe the correspondingrate of change for MinE (�E) in the cytoplasm and onthe cytoplasmic membrane, respectively. The external�eld parameter Ji describes the strength of an appliedelectric �eld. The constant �1 represents the sponta-neous association of MinD to the membrane wall [62]whereas the constant �2 describes the release of MinDfrom the cell membrane by membrane-bound MinE. Sim-ilarly, the constant �3 describes the recruitment of cyto-plasmic MinE to the membrane by cytoplasmic MinD,and the constant �4 represents the spontaneous mem-brane dissociation of MinE [63]. The constant �01 cor-responds to membrane-bound MinE suppression of thebinding of MinD to the membrane, and �04 correspondsto that of cytoplasmic MinD suppression of the releaseof the membrane-bound MinE. As previous experimen-tal results showed that MinC dynamics followed that ofthe MinD protein [64], for the sake of simplicity, consid-eration of MinC dynamics is, therefore, omitted. In thismodel, we adopt a dynamic model of compartmentaliza-tion in the bacterial cell division process [6,9] (schemat-ically represented in Figure 2) by adding an extra term,Ji (@�i=@x), that depends on the external electric �eld.To investigate how the intrinsic chemical uctuationsin spatially extended systems can give rise to proper-ties radically di�erent from what would be describedby a mean-�eld model in the Min protein systems, wemodi�ed our deterministic model [16] to a discrete par-ticle model, where the Min protein molecule is repre-sented as a particle that may hop between lattices. Thenumber of protein molecules at site k is nki , with i =
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Fig. 2. Schematic diagram of MinCDE dynamics.
fD; d;E; eg representing cytoplasmic MinD, membrane-bound MinD, cytoplasmic MinE, and membrane-boundMinE, respectively. Here, the dynamics of Min proteinsystem is a reaction-di�usion system consisting of twoprocesses: The �rst is a di�usion process that describesdi�usion of the Min proteins, which results in a net owof chemical species from regions of higher concentrationto regions of lower concentration and the second one isa reaction process that describes self-organization of bi-ological systems.With regards to the di�usion process, in the absenceof an external electric �eld, at each time period �t, theseparticles have an equal probability Di�t=(�x)2 to hopto one of their neighboring sites with lattice space �xand time step �t. When the external electric �eld ispresent, the probability for a particle to hop to the leftor to the right neighboring site is no longer equal, but,in this case, it becomes

PL = Di�t(�x)2
�0:5 + Ji�t2�x

� ;
PR = Di�t(�x)2

�0:5� Ji�t2�x
� ; (5)

where PL, and PR are the probabilities for a particle tohop to the left and to the right neighboring site, respec-tively, and Ji is an external �eld parameter. We assumethat a chemical substance moving in the region of an ex-ternal �eld will experience a force that is proportional tothe external �eld parameter Ji. In general, Ji = �iE,i = fD; d;E; eg, where E is the strength of the �eld inthe cytoplasm and � is the ionic mobility of the chemicalsubstance, which is proportional to the di�usion coe�-cient and depends on the total amount of charge on that

substance.With regards to the reaction process, at site k, thefollowing reactions may occur: Probability:
nkD!nkD � 1; nkd!nkd + 1 PD!d = �1�t=(1 + �01nke) ;nkD!nkD + 1; nkd!nkd � 1 Pd!D = �2�tnke ;nkE!nkE � 1; nke!nke + 1 PE!e = �3�tnkD ;nkE!nkE + 1; nke!nke � 1 Pe!E = �4�t=(1 + �04nkD) :
The �rst (third) reaction indicates that each MinD(MinE) molecule at site k in the cytoplasm may bind tothe cell membrane with equal probability PD!d(PE!e),and the second (fourth) reaction indicates that eachmembrane-bound MinD (MinE) molecule at site k maybe released to the cytoplasm with equal probabilityPd!D(Pe!E). These reactions are stochastic analogs ofthe reaction processes in our deterministic model [16].Since protein synthesis can be blocked without a�ectingprotein oscillation [65], we do not include protein syn-thesis or degradation in our model. We also assume thatthe total amounts of MinD and MinE are unchanged.

IV. SIMULATIONS, CONDITIONS, ANDPARAMETERS
In our simulation, we use lattice space �x = 0.02 �mand time step �t = 2 � 10�4 s. The length of E. coli istaken to be 2 �m, and there are 100 lattice sites withinthe bacterium. The numerical values of our parametershave not been experimentally determined for the Minproteins. We chose a cytoplasmic di�usion constant of
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Table 1. Scaled parameters used in the simulations.
N �01 �2(s�1) �3(s�1) �04200 25.0 0.27 30.0 20.0400 2.0 0.135 15.0 10.0800 0.6 0.0675 7.5 5.01500 0.25 0.036 4.0 2.7

slightly less than the value 2.5 �m2s�1 determined for amaltose binding protein in E. coli cytoplasm [65]. Theother reaction rate parameters are chosen to �t the re-sults of the model with the experimental results for noexternal �eld, particularly for the oscillation period andoscillation pattern. However, we emphasize that our re-sults for the oscillatory behavior observed below are typ-ical for large regions of the parameter space, with orwithout the external �eld e�ect. We have used DD =0.28 �m2s�1, Dd = 0.003 �m2s�1, DE = 0.6 �m2s�1,De = 0.006 �m2s�1, �1 = 20 s�1 and �4 = 0.8 s�1 [6,9]. To determine the e�ect of an external electric �eld onthe oscillatory behaviors with changes in the number ofMin proteins, we used four representative parameter sets(shown in Table 1), whereN is the total number of MinD,which is equal to the total number of MinE. We usedequal numbers of Min proteins because \wild-type" os-cillations are observed when both plasmid-encoded pro-teins are equally expressed [66]. To preserve the strengthof the interaction between Min proteins when the totalnumber of Min proteins is changed, we scaled the fourparameters �01, �2, �3 and �04 (Table 1) [9].In general, the ionic mobility (or electrophoretic mo-bility) of the proteins is de�ned as � = �=E, where �is the protein terminal speed and E is the electric �eldstrength. As there are no experimental values of � for ei-ther MinD or MinE, we assume that they have the sametype of free charges and de�ne a new parameter J as
Ji = �iE � DiJDE ;

where i = fD; d;E; eg. Initially, we assume that MinDand MinE are mainly at the opposite ends of the cell.The hard-wall boundary conditions are imposed at bothends of the bacterium.

V. RESULTS AND DISCUSSION
Exposure of biological cells to an electric �eld canlead to a variety of responses, both biophysical and bio-chemical. Here, we proposed a model of the responseat the molecular level. Figure 3 shows space-time plotsof the total MinD (nkD + nkd) concentration (above) andtotal MinE (nkE + nke) (below) concentration for J =0.0 �m/s to J = 0.3 �m/s and for (a) N = 400 and(b) N = 1500. Clearly, in the absence of the �eld (J

Fig. 3. Space-time plots of total (nkD + nkd) MinD (above)and total (nkE+nke) MinE (below) concentrations for J = 0.0�m/s to J = 0.3 �m/s where (a) N = 400 and (b) N = 1500.The color scale, running from blue to red, denotes an increasein the total numbers of Min proteins from lowest to highest.The vertical scale spans time for 500 s. Time increases fromtop to bottom. The horizontal scale spans a bacterial lengthof 2 �m. Note the increase in the MinD concentration at theright pole and that in the MinE concentration at the left pole.
= 0.0 �m/s), the MinD and the MinE oscillation pat-terns are in good agreement with the experimental re-sults [9]; namely, MinE is more localized at midcell andthen sweeps toward a cell pole, displacing MinD to lo-calize at the poles. Once a MinE cluster reaches thecell pole, it disappears in the cytoplasm, only to reformat midcell where the process repeats, but at the otherhalf of the cell. This process is repeated continuously,resulting in an oscillation of the Min protein.When the external electric �eld is turned on (J 6=0 �m/s), the oscillation patterns are no longer sym-metric about the midcell. This is mainly because Minprotein themselves are charged macromolecules (MinD,molecular weight = 29,936.61D and charge = 4.5e;MinE, molecular weight = 10,416.08 D and charge =
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Fig. 4. Relative MinD concentrations (a) and (b) and relative MinE concentrations (c) and (d) as functions of x for J = 0.3�m/s. In (a) and (c), N = 400 and in (b) and (d), N = 1500. Solid lines show averages over 15 successive cycles. The markersin the �gures represent Min protein concentrations of four individual oscillation cycles.
0.5e; www.eolproject.org:8080/). Hence, when proteinmolecules are subject to the electric �eld, they will bepushed in a direction opposite to that of the �eld. In oursimulation, we assume that MinD and MinE have thesame types of charges and that the e�ect of the electricforce on the Min proteins is modeled by a biased randomwalk (see Eq. (5)). Thus, it is quite obvious that thesymmetry breaking of the oscillatory dynamics of Minprotein may arise from an electric force that acts on theMin proteins or, equivalently, from the biased randomwalk that is used to model the di�usion process. Gen-erally, membrane-bound proteins, like Min proteins, canhave a variety of motions including Brownian motion,biased or directed motion, superdi�usion, and subdi�u-sion. These various motions inuence greatly the kinet-ics of the reactions among these proteins. The mech-anisms driving these motions may be, e.g., obstructionby other proteins, transient binding, con�nement by themembrane skeleton, and possible hydrodynamic interac-tions. Of course, an interaction like an external �eldcould cause a more complicated and highly non-linearmotion. Moreover, what could signi�cantly happen as aresult of this mentioned factor are transitions betweentransport modes e.g., non-Gaussian di�usion. Whetherthe anomalous di�usion or other motion characteristicsof proteins would show crossover with normal di�usionremains a key issue to be resolved. Better understand-ing of these mechanisms could improve our knowledge of

protein mobility. Taking into account uctuating forcesthat are colored rather than Gaussian-white forces allowsmore events like trapping or con�ned events to happen.These characteristics can equivalently be recast in thecontext of a distribution of the energy landscape. Know-ing energy landscape, including the Hamiltonian and thesymmetry, would certainly provide us more aspects toinvestigate Min protein dynamics. Experimentally, theenergy landscape can be obtained by using a signal in-tensity analysis, e.g., a tracking technique [67].As the external �eld parameter J increases from 0.0�m/s to 0.3 �m/s, the periods of the oscillations of bothMinD and MinE increase approximately from 100 s to150 s. The periods determined using our system are ingood agreement with experiments, with periods of 30 {120 s in the absence of the �eld [5]. In addition, we alsocalculate the period of the oscillation by using a linearstability analysis (see Appendix B); unfortunately, theresult from the linear stability analysis shows a decreasein the period of the oscillation when J increases. Thedecease in the period of oscillation in the linear stabilityanalysis may be caused by the linearization of the reac-tion terms in Eq. (1) - (4). Thus, the increase in theperiod of the oscillation in the Monte Carlo simulationsmust be caused by the nonlinearity of Eq. (1) - (4). Withregards to uctuation-driven instability, in the case of alow N , the stochastic uctuated data have been found tobe very far o� from the average behavior or from those
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results obtained from the deterministic model [9]. Thenoise involved has shifted the correct trend of the be-havior of Min proteins. However, as a consequence ofthe robustness of the dynamics, the oscillatory patternof the proteins still exists even though the number of Minproteins is relatively low.In order to estimate the order of magnitude of the ex-ternal �eld strength that can cause signi�cant changesin the oscillatory behavior of Min proteins, we have usedthe value of ionic mobility (or electrophoretic mobility)� from the gel-electrophoresis experiments of other pro-teins [68]. For proteins that have a di�usion coe�cientwith the same order of magnitude as that of the Minproteins, D � 0:25�10�12 m2/s, � � 2�10�8 m2/(V�s)[68]. From our simulation, the typical value of J thatcan signi�cantly change the oscillatory behavior is J =0.3 � 10�6 m/s, so the strength of electric �eld insidethe E. coli cell is approximately E = J=� = 15 V/m or0.15 V/cm. The next step is to convert the cytoplas-mic �eld strength E to the external �eld strength E0.From the detailed calculations shown in the AppendixA, we determined that the typical value of the external�eld strength to be E0 = E/1.078 = 0.14 V/cm, which isvery low when compared with the typical electroporetic�eld strength, which is on the order of 100 V/cm to 10kV/cm [69]. Thus, an external �eld strength of E � 0.14V/cm can cause abnormal division of E. coli cell and doesnot result in electroporation or membrane damage.In Figure 4, the relative MinD and MinE concentra-tions as functions of x for J = 0.3 �m/s with N = 400and N = 1500 are shown. The minima and the maximaof the MinD and the MinE concentrations, respectively,are signi�cantly shifted from midcell (x = 1). Figure 1also indicates that, although both MinD and MinE arepushed in the same direction by the electric �eld, theytend to be more concentrated at opposite ends when Jis increased. A possible explanation is that MinD andMinE tend to repel each other, so in the absence of anelectric �eld, the location of the minimum of the MinDconcentration is at the location of the maximum MinEconcentration. Moreover, although there is an electricforce to push them in the same direction, this force can-not overcome the repulsion force between them. Fluctu-ations around the solid lines can be very large when Nis small.Figure 5 shows the relative concentration pro�les ofMinD (above) and MinE (below) as functions of posi-tion x along the bacterium length under the inuence ofan electric �eld with J = 0.3 �m/s at various total num-bers of Min proteins. It shows that the position of theglobal minimum of MinD and the position of the globalmaximum of MinE concentrations do not change as thetotal number of Min proteins is changed. This impliesthat only J controls these global extremum positions.Moreover, the values of the relative global minimum con-centrations of the MinD protein appear to be lowered asN increases while the relative global maximum of MinEprotein concentration is higher. These demonstrate the

Fig. 5. Relative concentrations of MinD (above) and MinE(below) as functions of position x along the bacterium lengthunder the inuence of an electric �eld with J = 0.3 �m/s. Thecurves show that varying the total numbers of Min proteinsdoes not change the MinD global minimum and the MinEglobal maximum concentration positions.
signi�cance of using fewer protein copies that could re-sult in the degradation of the accuracy not only of theextremum, but also of the central features. Of course,the correlation between the minimum and maximum isconstrained by conservation of the total number of theboth Min protein copies, but uctuations set boundson the concentration levels. These e�ects can also bediscussed in the context of nucleoid occlusion [70]. Inthe absence of the �eld, the MinCDE system normallytends to prevent polar FtsZ rings because the nucleoidswill inhibit FtsZ ring formation elsewhere except at mid-cell. The correlations between local and global minimum(maximum) of MinD (MinE) suggests that a high enoughMin protein concentration will reduce the local minimum(maximum) e�ect, which is related to the probability ofpolar division in each single oscillator cycle. This leadsus to believe that too low a concentration of Min pro-teins can result in an unacceptable probability of polardivision. This may suggest that E. coli may be using theoptimal number of Min proteins, trading o� midpointprecision against the cost of protein synthesis [9]. Thisactivity of E. coli is believed to be even more subtle whenthe situation is made more complicated by the presence
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Fig. 6. Relative concentrations of MinD (above) and MinE(below) as functions of position x along the bacterium lengthunder the inuence of an electric �eld for N = 1500. Thecurve shows a shift, which depends on the strength of the�eld, in the local minima of MinD concentration and in thelocal maxima of MinE concentration from the midcell posi-tion.
of an electric �eld.Figure 6 shows relative concentrations of MinD(above) and MinE (below) as functions of position xalong the bacterium length under the inuence of anelectric �eld for N = 1500. In the case of no exter-nal �eld (J = 0.0 �m/s), the relative concentrations ofMinD and MinE are seen to be symmetric about the mid-cell. MinD has a minimum at midcell whereas MinE hasa maximum, which is in good agreement with previousstudies [9]. When the external electric �eld is turned on,a shift in the minimum and the maximum of the MinDand the MinE concentrations, respectively, is once againobserved to be J dependent. Both the positions of theMinD concentration minimum and the MinE concentra-tion maximum are more pronouncedly shifted towardsthe left pole as J increases. The minimum of MinD andthe maximum of MinE concentrations are noted to bealways shifted to the left pole. This di�erence arises be-cause of the relative magnitudes of the forces acting onthe two proteins. There is a repulsive force between theMinD and the MinE proteins, and in the absence of anyother force, this explains why the location of the max-

Fig. 7. Plots of concentrations of (a) MinD and (b) MinEprotein. Plots are focused at the left end grid (�) and theright end grid (x) as functions of time in seconds for J = 0.0�m/s to J = 0.3 �m/s. The vertical scales denote numbersof protein copies in the system. The horizontal scale spanstime for 500 s.
imum of MinE concentration is at the location of theminimum of the MinD concentration. When an exter-nal �eld is applied (as expressed by a non-zero value ofJ), then one must take into account the relative magni-tudes of the two forces. These results are consistent, atleast qualitatively, with those obtained with a previouslyproposed deterministic partial di�erential model [16].Figures 7(a) and (b) shows that the concentrations ofMinD and MinE at the left end grid and the right endgrid versus time, respectively. It is easy to see that whenJ = 0.0 �m/s, the concentrations of MinD (or MinE)at the left end and the right end grids have the samepatterns of oscillations with the same frequencies andamplitudes, but with a phase di�erence of 180�. Whenan external �eld is applied, the amplitudes of the oscil-
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lations at the two end grids are no longer equal. As Jis increased, the amplitude of the oscillation of MinD atthe left end grid decreases while that of MinE increases.

VI. CONCLUDING REMARKS
Proper divisions of bacteria require accurate de�nitionof the division site. This accurate identi�cation of thedivision site is determined by the rapid pole-to-pole os-cillations of MinCDE. We have used a stochastic modelto study the e�ects of an external electric �eld and noiseon the E. coli MinCDE system. The stochastic approachis motivated by previous studies on how intrinsic chem-ical uctuations in spatially extended systems can giverise to properties that are radically di�erent from whatwould be described by using a mean-�eld model [16]. Themodel itself has been modi�ed from that of Ref. 9.We found that, if strong enough, an external electric�eld can shift the positions of the MinD concentrationminimum and the MinE concentration maximum frommidcell region. This shift appears to depend on thestrength of the electric �eld. We also found that the ef-fects of an electric �eld did not depend on the total num-ber of Min proteins in E. coli. The results from the appli-cation of this stochastic model are, at least qualitatively,consistent with those obtained by using our determinis-tic model [16]. With regards to the uctuation-driveninstability, it was shown that, in the case of low N , thestochastically uctuated data could be very far o� fromthe average behavior or from the results obtained by us-ing a deterministic model. The noise involved shifted thecorrect trend of Min protein behavior. However, as a con-sequence of the robustness of the dynamics, the oscilla-tory pattern of the proteins still existed even though thenumber of Min proteins was relatively low. When con-sidering the correlations between local and global mini-mum (maximum) of MinD (MinE), our results suggeststhat using a high enough Min protein concentration willreduce the local minimum (maximum) e�ect, which isrelated to the probability of polar division in each singleoscillator cycle. This leads us to believe that too low aconcentration of Min proteins can result in an unaccept-able probability of polar division.

APPENDIX A
In order to study the dielectric properties of E. coli,Holzel [61] proposed a three-shell spherical model inwhich the cell membrane is modeled as three dielectricspherical shells, equal inner and outer membranes withthicknesses of 11 nm and a periplasmic with a thicknessof 50 nm. The relative permittivities of the cytoplasm,inner membrane, perils, outer membrane, and suspend-ing medium were found to be 60, 3, 60, 3 and 78, respec-tively. In order to determine the relationship between

Fig. 8. Spherical shell model of E. coli.
the applied �eld E0 and the �eld strength E inside thecytoplasm of E. coli, we also use the model proposed byHolzel [61] to represent E. coli cell. However, for the sakeof simplicity, rather than considering the cell membraneas consisting of three spherical shells, we model it as asingle spherical shell as shown in Figure 8. The sphericalcell volume is considered to have inner and outer radiia and b, respectively, and a membrane thickness d. Therelative permittivities of the cytoplasm, cell membraneand external medium are "1, "2 and "3, respectively. Therelative permittivity of the cell membrane "2 is approx-imated to be the averaged value of relative permittivityof the three shells; namely, "2 = (11 � 3 + 50 � 60 + 11� 3) / (11 + 50 + 11) = 42.58. �1, �2 and �3 denotethe potentials in the three regions. The constant electric�eld E0 is applied in the z-direction.With the boundary condition that � must be �nite atr = 0 and ~E is the uniform �eld at large distances, thepotential at di�erent regions must be of the form

�1(r; �) = 1X
l=0 AlrlPl(cos �) ;

�2(r; �) = 1X
l=0

�Blrl + Clrl+1
�Pl(cos �) ;

�3(r; �) = �E0r + 1X
l=0

Dlrl+1Pl(cos �) ; (A1)
and the boundary conditions at r = a and r = b yield

�1(a; �) = �2(a; �) ;�2(b; �) = �3(b; �) ;
"1 @�1@r jr=a= "2 @�2@r jr=a ;
"2 @�2@r jr=b= "3 @�3@r jr=b :
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These four conditions, which hold for all angles �,are su�cient to determine the unknown constant in Eq.(A1). All coe�cients with l 6= 1 vanish. The problem is

now well de�ned and yields the following expression forthe potential in the cytoplasm:

�1(r; �) = � 9b3E0"2"3"((2a3 + b3)"2 + 2(�a3 + b3)"3) + 2"2((�a3 + b3)"2 + (a3 + 2b3)"3)r cos � : (A2)

With parameter values "1 = 60, "2 = 42.58, "3 = 78,b = 2.0 �m, d = 72 nm, Eq. (A2) becomes
�1 = �1:078E0r cos � = �1:078E0z ;

and the corresponding electric �eld inside the cytoplasmis
E = E1z = �@�1@z = 1:078E0 : (A3)
We also used other values of radius b in the range 1-3�m, but the ratio E1z=E0 did not change signi�cantlyfrom the value of 1.078. It should be noted that in amore realistic model of E. coli, the cross section shouldbe an ellipsoid instead of a sphere. However, using theellipsoid model would make the estimation even morecomplicated.

APPENDIX B
If we want to determine weather the steady state isstable against small spatial perturbations, we can do thisby using a linear stability analysis. First, we write ourset of equations, Eqs. (1) - (4), in the form
@~�@t = D@2~�@x2 + JE @~�@x + ~f(~�) ; (B1)

where ~� is the Min proteins density vector, D is a di�u-sion matrix, JE is an external �eld matrix, and ~f(~�) isa nonlinear function of ~�. Suppose ~�� is a homogeneous�xed point of Eq. (B1), then we de�ne
~� � �~�+ ~�� ; (B2)

where �~� is a small variation from the �xed point. Sub-stituting Eq. (B2) in Eq. (B1), we get
@�~�@t = D@2�~�@x2 + JE @�~�@x + ~f(~�� + �~�) (B3)
Then, we take a multivariate Taylor expansion of~f(~�� + �~�) around a homogeneous �xed point ~��:
~f(~�� + �~�) = ~f(~��) + @ ~f@~� j~�� �~�+ : : :
= @ ~f@~� j~�� �~�+ : : :
= J��~�+ : : : ; (B4)

where J� is the Jacobian matrix evaluated at the �xedpoint ~�� and the Jacobian matrix is de�ned as

J =
2
66664

@f1@�1 @f1@�2 � � � @f1@�n@f2@�1 @f2@�2 � � � @f2@�n... ... ...@fn@�1 @fn@�2 � � � @fn@�n

3
77775 :

For a small variation from the �x point, only the �rstterm in Eq. (B4) is signi�cant. If we want to knowhow trajectories behave near the equilibrium point, e.g.,whether they move toward or away from the equilibriumpoint, it should, therefore, be good enough to keep justthis term. Then, we have
~f(~�� + �~�) = J��~� : (B5)

Substituting Eq. (B5) in Eq. (B3), we obtain
@�~�@t = D@2�~�@x2 + JE @�~�@x + J��~� : (B6)
Since the matrix J� is a constant matrix, this is justa set of linear di�erential equations. Now, suppose thesolution is in the form
�~� = � ~�0e!teiqx : (B7)
Substituting Eq. (B7) in Eq. (B6), we have
!�~� = �Dq2�~�+ iqJE�~�+ J��~�
Thus, ! is just an eigenvalue of the equation
(�Dq2 + iqJE + J�)�~� = !�~� : (B8)
The real part of ! will determine weather the equa-tions is linearly stable under a small spatial perturbationwhereas its imaginary part will determine the period ofthe oscillation,
T = 2�Im(!) : (B9)
If we know that there exists only one eigenvalue !whose real part is positive, then we can conclude thatthis homogeneous �xed point is linearly unstable undera small spatial perturbation.We use an iterative method to �nd the homogeneous�xed point of our set of equations, Eq. (1)-(4). We didthe iterative method several times with di�erent starting
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Fig. 9. Plot of the maximum real part of the eigenvalue! as a function of wavenumber q and external electric �eldparameter J . The �gure shows that the Min protein systemis prefers the oscillatory dynamics more when the strength ofthe applied �eld is increased.

Fig. 10. Period of the oscillation obtained by using Eq.(B9).
points, but we only found one �xed point,namely, �D =747.06, �E = 0.00, �d = 2.94 and �e = 750.00. Withthis �xed point, together with Eq. (B8), we are ableto �nd the eigenvalues ! and determine if, for a certainparameter space, the �xed point is linearly stable.Figure 9 show the maximum real part of ! as a func-tion of wavenumber q and electric �eld parameter J . ForJ = 0 the positive real part of ! is maximized when q �1.5 m�1. This indicates the presence of a maximally lin-early unstable oscillating mode with a wavelength of 4.2mm [6]. When J increase, the maximum real part of ! isincrease too, but the corresponding wavenumber is un-changed. This indicates that when the external electric�eld is applied, the linearly unstable oscillating dynam-ics is stronger. The existence of the linear instability inEq. (1)-(4) is crucial, since it means that the oscillatingpattern will spontaneously generate itself from a varietyof initial conditions including nearly homogeneous ones.

The period of the oscillation was calculated by usingEq. (B9) where ! here is the eigenvalue which has themaximum real part. Figure 10 is a plot between the pe-riod of the oscillation and the external �eld parameter Jby using a linear stability analysis. We can see that whenJ increase the period of the oscillation is decease whichis contradict to the Monte Carlo simulation results. Thiscontradiction may be caused by the nonlinearity of thereaction terms in our system of equations. When we doa linear stability analysis, these terms are linearized toonly the �rst order but the increase of the period of theoscillation may largely depend on the nonlinearity, sothe linearization of the equations may give an inaccurateresults.
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